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1. Introduction

Algorithms for cooperative decision making have received significant attention in recent years. In these algorithms, a network of agents seeks to reach a decision cooperatively and ensure that all nodes in the network know the final decision. The consensus problem comes when the agents should agree on a certain value. One such algorithm in this area is binary consensus [1,2]. Under binary consensus, the nodes in the network must simply agree on whether a statement is TRUE or FALSE. For example, a network of nodes capable of measuring temperature could use binary consensus to answer the question “Is the temperature greater than 80 °C?” in order to help detect a fire in a building.

In the binary consensus problem, each node has an initial state of either 0 or 1, and the nodes should decide which one of these values are correctly held by the majority of the nodes in the network.

The existing algorithm for binary consensus has two limitations. First, it does not specify how nodes find partners to run the algorithm with. Second, it does not provide a way for an individual node to determine when consensus has been reached. In order to implement the algorithm in a real distributed network, these limitations must be overcome.

Wireless sensor networks consisting of small, embedded devices, called motes, provide an excellent platform for binary consensus. Motes contain sensors that can be used to collect data about their environments, and can communicate with each other wirelessly [3]. Due to limitations regarding their size and power, sensor motes are computationally weak and should limit the number of packets they send. When data is transmitted by the sensor...
motes in the network, more energy is consumed in the process of transmission than the process of computation [4].

Previous research focused only on the theoretical side of the binary consensus without going further to implement this algorithm in real sensor motes. The binary consensus algorithm can be effectively used in wireless sensor motes in numerous fields to increase the accuracy of detecting certain decisions or events.

To the best of our knowledge, there is no exiting work that deals with implementing binary consensus algorithm in real world scenario. Our goal in this work is to study binary consensus algorithm further by implementing it in real world implementation.

In [5] we implemented and tested our algorithm in real wireless sensor motes by applying it in 11 sensor motes, and further support our results with more motes and topologies in a wireless mote simulator. Our previous results of convergence time showed that convergence speed depends on the following factors: the topology, the number of motes present in the network and the distribution of the initial 0 and 1 states. In this paper, we propose a set of modifications to binary consensus that will allow it to operate in the context of wireless sensor motes having the limitations described above. Our modifications consist of changing how motes decide who to communicate with and also adding a heuristic to help motes estimate when consensus has been achieved. We have implemented our algorithm in a set of TinyOs based sensor motes and verified our algorithm functions both in hardware and in simulation. Moreover, we tested our implementation in a large sensor network consists of 139 motes.

2. Background

In this section we will give a brief overview of binary consensus and potential applications of it to wireless sensor networks (WSNs). We assume the reader is familiar with WSNs, and focus on binary consensus here.

2.1. Binary consensus

There are a variety of algorithms that are meant to allow a network of distributed nodes to reach consensus in a computation. In this work, we are specifically concerned with the problem of binary consensus [6,7], where each node in the network holds one of two states and the algorithm allows all nodes to learn which state is held by the majority of nodes. There are many applications of such an algorithm, such as determining if the majority of sensors in a network have observed a certain event. Two strengths of binary consensus are that it is guaranteed to come the correct conclusion [7], and that there is an upper-bound on the time to convergence [1].

Under binary consensus, nodes in the network start with their initial state and then update their state with each other based on an updating protocol. Convergence occurs when all nodes agree on the majority opinion. When two nodes communicate and run the updating protocol, they compare current states and then each assume a new state based on what they have seen. While the algorithm is running a node may be in one of four states, which can be described informally as:

1. 0 – The node believes the majority opinion is most likely false.
2. $e_0$ – The node believes the majority opinion might be false.
3. $e_1$ – The node believes the majority opinion might be true.
4. 1 – The node believes the majority opinion is most likely true.

The updating protocol, as quoted from [1], is as follows:

Each node is in one of four states: 0, $e_0$, $e_1$, and 1. The states satisfy the following order $0 < e_0 < e_1 < 1$. At each contact of a pair of nodes, their respective states $x$ and $y$ (without loss of generality) ordered such that $x \leq y$, are updated according to the following mapping $(x, y) \mapsto (x', y')$ defined by

\[
\begin{align*}
(0, e_0) & \mapsto (e_0, 0) \\
(0, e_1) & \mapsto (e_0, 0) \\
(0, 1) & \mapsto (e_1, e_0) \\
(e_0, e_1) & \mapsto (e_1, e_0) \\
(e_0, 1) & \mapsto (1, e_1) \\
(e_1, 1) & \mapsto (1, e_1) \\
(s, s) & \mapsto (s, s), \text{ for } s = 0, e_0, e_1, 1.
\end{align*}
\]

Convergence occurs when all nodes have states $x \in \{0, e_0\} \cup \{e_1, 1\}$. This means that if all nodes in the network have state 0 or $e_0$, then the network has converged and the majority of nodes initially held the value 0. Likewise, if all nodes in the network have state $e_1$ or 1, then the network has converged and the majority of nodes initially held the value 1.

Consider the following theoretical example of how the binary consensus algorithm works, independent of the implementation methodology. Assume that there is a network with 4 nodes, 1, 2, 3 and 4 having initial states of $(1, 0, 0, 0)$ respectively as shown in Fig. 1(a). The first interaction happens between nodes 1 and 2 and the state of node 1 becomes $e_0$ while the state of node 2 will be $e_1$. (This is according to the rules given above.) So the new sequence of states will be $(e_0; e_1; 0; 0)$. Next, the second interaction is between nodes 3 and 4 as shown in Fig. 1(b); they communicate and nothing happens since they both hold the same state. Now, nodes 1 and 2 communicate again as depicted in Fig. 1(c), and their states are swapped leading to $(e_1; e_0; 0; 0)$. Nodes 2 and 3 communicate as illustrated in Fig. 1(d) and also swap their states: $(e_1; 0; e_0; 0)$. Finally, node 1 communicates with node 2 as shown in Fig. 1(e) leading to the converged states $(0; 0; e_0; 0)$ illustrated in Fig. 1(f). We consider this set of states converged because all nodes have value 0 or $e_0$. This means that the majority of nodes initially held state 0.

It is important to note that even though convergence has occurred, the nodes continue to communicate and exchange states. This is because individual nodes do not
have global knowledge of the states of all others, and therefore cannot be certain whether convergence has occurred. Absolute certainty regarding convergence would require global knowledge.

2.2. The usage of binary consensus in real world applications

There are several applications in which the binary consensus algorithm may be used to accomplish a certain decision.

Consider a scenario of having a network of sensors capable of sensing temperature in a large area such as a stadium, and using that network to control the air conditioning of that area. The temperature may vary in different parts of the area, and you would only want to adjust the AC when a majority of nodes believe the temperature is above a certain threshold. Binary consensus could be applied to such a network in order to accomplish this goal.

Another application could be the detection of gas leaks in a gas processing or storage facility. In such facilities small, transient leaks may be acceptable while people are working on the equipment and small amounts of gas is released. If a network of gas sensors was deployed in a small area, one or two of them detecting gas may be a non-issue, while if the majority detect gas then a larger gas leak is certainly occurring. Binary consensus could be used to determine the majority opinion of these sensors.

3. Design and implementation

While the binary consensus algorithm described in [1] and Section 2.1 provides a complete specification of how nodes should update their states, it leaves two important things unstated which are vital for implementing the algorithm in WSNs. First, the algorithm does not discuss how individual nodes find a partner to update states with. Second, the algorithm does not provide a method for individual nodes to determine when convergence has occurred. In this section we will discuss modifications to the binary consensus algorithm that will allow us to provide both of these pieces of missing functionality.

3.1. Mote-to-mote communication

The motes that are part of a WSN do not, by default, have any awareness of the identities of any other motes in the network. Motes learn the identities of those around them by simply broadcasting and listening to messages. In this case, how does a mote determine who to communicate with and update its state? In our solution motes will randomly broadcast to their neighbors (other motes within range of receiving their wireless packets) in order to find partners.

Fig. 2 illustrates a stage transition diagram of our communication algorithm. Table 1 describes the types of packets sent and received during the algorithm. Our stages can be described as follows:

- **Stage 0**: After initialization, all motes start at Stage 0. During this stage, a mote will determine its initial state (0 or 1) and set a random timer that will decide when the mote will wake-up and broadcast information to its neighbors. If a mote is still in this stage when that

---
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timer fires, then it will transition to stage 3. If, instead, it receives a $P_1$ packet from another mote, then it will transition to stage 1.

- **Stage 1**: After receiving $P_1$, the mote will reply with a $P_2$ packet containing its current state. This signifies to the sender that this mote is available to exchange state information. After sending $P_2$ the mote will wait for a reply. During this time the mote will ignore any packets from other motes. After receiving a reply, the mote transitions to stage 2. If no reply is received after a suitable timeout, the mote returns to stage 0.

- **Stage 2**: When the mote receives $P_3$, it will update its state using the rules previously described. At this stage both motes in the communication have updated their states. After this, the mote is free to communicate with another mote, and as such starts a timer and also waits for a potential $P_1$ packet, just as in stage 0.

- **Stage 3**: In the event a mote has not been contacted by others, then eventually its own random timer will fire. In this case, the mote transitions to stage 3. After the timer fires, the mote will broadcast $P_1$ and will wait to receive a packet of type $P_2$. Once it receives it, it moves on to stage 4.

- **Stage 4**: After receiving $P_2$, which contains the other mote’s current state, the mote will update its state using the rules previously described. Next, it will send $P_3$. After this, the mote is free to communicate with another mote, and as such starts a timer and also waits for a potential $P_1$ packet, just as in stage 0.

Fig. 3 illustrates a simple example of how the motes communicate to update their states. Assume that we have 3 motes: 1, 2, and 3. All motes are initially in stage 0, waiting to either receive a packet or for their individual timers to fire. After a time, the timer on mote 1 fires and mote 1 broadcasts $P_1$ to all its neighbors. Both mote 2 and mote 3 receive the broadcast. Mote 2 receives $P_1$ first, and sends $P_2$ in reply. Mote 1 receives the reply and updates its state accordingly. Shortly after that, mote 3 also sends $P_2$, however since mote 1 received mote 2’s reply first, it drops the reply of mote 3. Next, Mote 1 sends $P_3$ to mote 2, who receives it and updates its state as well.

Note that we have not discussed packet loss in our example. Packets $P_2$ and $P_3$ are automatically acknowledged and resent if lost. We make use of the acknowledgment features built into the radio unit of our sensor motes in order to accomplish this, and we leave the details out of our description of the protocol for the sake of clarity. $P_1$ is not acknowledged because it is a broadcast packet.

### 3.2. Estimating convergence

In standard binary consensus, nodes continue to run the algorithm even after convergence has occurred. This is because individual nodes have no way of knowing that the algorithm has converged. From an individual node’s perspective, the algorithm does not have a stop condition.

In a wireless sensor network, this is unacceptable. In order to save power, it is vital that sensor motes know when to stop communicating. As such, we have designed a tunable heuristic value called $N$ that plays an important role in estimating convergence. Whenever a mote updates its state, it also keeps track of the last $N$ states that it has held. If the last $N$ states $\in \{0, e_0\}$ or $\in \{e_1, 1\}$, then the mote

### Table 1

<table>
<thead>
<tr>
<th>Packet</th>
<th>Payload</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>M1 state</td>
<td>M1 sends this packet to all motes in range</td>
</tr>
<tr>
<td>P2</td>
<td>M2 state</td>
<td>M2 replies to M1 by sending this packet</td>
</tr>
<tr>
<td>P3</td>
<td>–</td>
<td>M1 sends this packet to M2 in order to confirm that its state update was successful</td>
</tr>
</tbody>
</table>
estimates that convergence may have occurred. In this situation the mote will disable the timer it uses to randomly wake-up and broadcast \( P_1 \). In the event the network has actually converged, very quickly all motes will disable their timers and communication will cease. In the event the mote was incorrect; however, and the network has not converged, then the mote is still able to respond to \( P_1 \) packets it receives and participate. If, during one of these responses, it goes through a significant state change, it will reactivate its timer. Similarly, if after convergence a mote changes its state, it will broadcast its new state and other motes who receive the broadcast packet will reactivate their timers and the communication will start again.

During experimentation, for each network type a suitable \( N \) was manually chosen which ensured the network converged properly. Choosing the value of \( N \) is critical and affects the convergence time. If \( N \) is very high, then unnecessary extra packets will be sent in the network and this will increase the convergence time and consume energy. If it is too low, then convergence could occur prematurely and incorrectly.

### 4. Experiments

We have implemented our algorithm in [5] using IRIS family of sensor motes from the MEMSIC corporation [8,9]. We used a development version of TinyOS (between versions 2.1.1 and 2.1.2). Our implementation required about 400 lines of nesC code, including appropriate comments. On the mote itself, our application required 15 kbytes of ROM storage and 600-bytes of RAM at runtime.

We then tested our implementation in both a large, hardware testbed as well as in the TinyOS SIMulator TOS-SIM. In this section we will discuss our testing methodologies and results.

#### 4.1. Testing the algorithm in a larger sensor network

We tested our algorithm in a large network of 139 motes. In order to achieve this, we used the wireless sensor network testbed provided by Indriya [10]. Indriya is a three-dimensional wireless sensor network deployed across three floors. The status of each mote during the tests was recorded through a serial port attached to each mote in the testbed. This allows us to run our wireless protocol while still logging the activity of all the motes.

We were able to minimize the convergence time reaching 139 motes. As in our algorithm the motes communication is based on random timer, we tweaked the random timer by minimizing it to the best value that will guarantee that the convergence will occur. This also affected the tunable convergence heuristic value \( N \) (described previously in Section 3.2) that is used to estimate the convergence. We ran several tests in order to choose the best value for the random timer and for choosing the best value for \( N \).

We tested the algorithm for 25, 50, 75, 100, 125 and 139 motes as shown in Table 2. The initial states 0; 1 were distributed randomly so that the majority value has a percentage of 60%. The motes during the tests were chosen carefully, so that the network includes motes from all three floors. The value for the tunable convergence heuristic, \( N \) was also experimented with. During the tests we were able to minimize the heuristic value \( N \) which indicates convergence, to \( N = 10 \) for 139 motes. In these tests we generalized the \( N \) value for 25, 50, 75, 100, 125 and 139 to be 10 since this value is best fit for 139 motes. This led to having a convergence time as shown in Table 2 reaching on average of \( T = 39.4 \) s when the number of motes is 139. We also found that the convergence time and the heuristic value \( N \) depend on the random timer that we used in our design. When minimizing the random timer, the value \( N \) will be minimized and both (the random timer and \( N \) value) will result on minimizing the convergence time.

### Table 2

<table>
<thead>
<tr>
<th>Motes</th>
<th>( T_1 ) (s)</th>
<th>( T_2 ) (s)</th>
<th>( T_3 ) (s)</th>
<th>( T_4 ) (s)</th>
<th>( T_5 ) (s)</th>
<th>AVG (s)</th>
<th>( N )</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>30</td>
<td>30</td>
<td>35</td>
<td>35</td>
<td>37</td>
<td>33.4</td>
<td>10</td>
</tr>
<tr>
<td>50</td>
<td>27</td>
<td>28</td>
<td>30</td>
<td>31</td>
<td>32</td>
<td>29.6</td>
<td>10</td>
</tr>
<tr>
<td>75</td>
<td>24</td>
<td>24</td>
<td>26</td>
<td>27</td>
<td>27</td>
<td>25.8</td>
<td>10</td>
</tr>
<tr>
<td>100</td>
<td>23</td>
<td>23</td>
<td>27</td>
<td>27</td>
<td>28</td>
<td>25.6</td>
<td>10</td>
</tr>
<tr>
<td>125</td>
<td>27</td>
<td>29</td>
<td>29</td>
<td>30</td>
<td>31</td>
<td>29.2</td>
<td>10</td>
</tr>
<tr>
<td>139</td>
<td>35</td>
<td>37</td>
<td>40</td>
<td>42</td>
<td>43</td>
<td>39.4</td>
<td>10</td>
</tr>
</tbody>
</table>
Fig. 4 depicts the convergence time results. While one might expect that convergence time would uniformly increase as the number of motes increases, the graph has a convex shape that shows that convergence time initially decreases as the number of motes increase before then beginning to increase rapidly. The reason for this has to do with the density of the motes in the network. A small number of motes, such as 25, scattered across such a large area is not a very dense network. This means that it will take longer for sufficient mixing of initial states to occur and cause convergence. At around 100 motes, the network reaches sufficient density and adding additional motes causes the expected rise in convergence time.

4.2. Packets sent

Fig. 5 shows the numbers of packets transmitted within the network when implementing our algorithm on 25, 50, 75, 100, 125 and 139 motes with and without considering lost packets. As can be seen, the number of packets grows linearly with respect to the number of motes, independent of the density or convergence time.

4.3. Simulation

In order to test our algorithm with a variety of specific topologies, we also made use of the TinyOS SIMulator (TOSSIM) to gather additional results. TOSSIM simulates motes running the TinyOS platform, complete with network functionality and packet loss.

When simulating packet loss, TOSSIM takes as input a noise model as well as signal strength between motes. For our experiments we made use of the TOSSIM supplied meyer-heavy noise model originally derived from experiments done at the Meyer Library at Stanford University. The model includes hardware noise floor readings and points of interference [11]. For the signal strength between motes we made a simplifying assumption of $-55\, \text{dB}$ for all connections.

4.4. Max-3 neighbors topology vs. ring topology

We tested and simulated both max-3 neighbors and ring topologies for 5, 7, 11, 20 and 30 motes. Samples of the topologies can be found in Fig. 6.

Three trials (signified T1–T3 in the table) were performed for each configuration of motes. Each trial contained a different distribution of initial states (either 1 or 0) for the motes. In T1, initial states were distributed in such a way that if a mote had a value of 0 then its neighbor would have a value of 1. This configuration is close to optimal for the algorithm, as the mote will directly communicate with the neighbor motes that hold the opposite state and the majority value will be spread through the network quickly. In T3, all 0s were concentrated to one side of the network while the 1s were concentrated to the other. This mimics a worst case scenario. In both cases, the number of 1s in the network is very close (within 1 or 2) to the number of 0s in the network. T2 made use of distributions that slowly shift from T1 to T3. (T1 is the “easiest” distribution, T2 is slightly more difficult, etc.).

The max-3 section of Table 3 shows the results for the max-3 neighbors topology. Fig. 6a shows a max-3 neighbors topology with various “areas” labeled. For our experiments we made use of the TOSSIM supplied meyer-heavy noise model originally derived from experiments done at the Meyer Library at Stanford University. The model includes hardware noise floor readings and points of interference [11]. For the signal strength between motes we made a simplifying assumption of $-55\, \text{dB}$ for all connections.

Fig. 7 compares the convergence time between max-3 neighbors and ring topologies. The figure shows that for small numbers of motes (5, 7 and 11) the convergence time as well as the $N$ value are better than in max-3 neighbors. However, as the number of motes increases, the convergence time as well as the value of $N$ increase rapidly as well. In the worst case, reaching $t = 123\, \text{s}$ for 30 motes. Much like the previous experiment, the initial states also impact convergence time. For example, with 20 motes, the difference in time between T1 (where all initial states were alternated among neighbors) and T3 (where the left and right halves of the rings had the initial states concentrated) was around 250%.

Fig. 7 shows the average convergence time for large hardware motes.
However, this advantage is lost. In this case, max-3 neighbors converges faster and increases slowly and has a smaller $N$ value than ring. This is likely due to the fact that as the ring becomes large, it takes significantly more time for state changes to propagate completely around the ring. Which results in a rapid increasing in convergence time for ring topology when the number of motes increases to more than 12.

This is because the shortest path between two motes sitting in opposite side of the ring topology grows with complexity of $O(N)$ (with a constant of roughly $\frac{1}{2}$) while the shortest of max-3 neighbors grows with complexity $O(\sqrt{N})$. As such, there is an intersection point on the graph at roughly 11 motes where the shortest path for max-3 neighbors will be less than that of ring, and hence the convergence time is lower as well.

Beyond just convergence time, the value for the tunable convergence heuristic, $N$, was also experimented with. In our testing we observed that a suitable value for $N$ was related to both the size of the network and the initial distribution of 1 and 0 states within the network. For each network configuration, a suitable $N$ was experimentally chosen which ensured the network converged properly.

5. Related work

There is a plethora of related work on binary consensus [7,1,12,6]. Mostefaoui et al. [12] proposed an algorithm in asynchronous systems with crash failures. In their algorithm, every process runs a series of binary consensus subroutines sequentially to solve multivalued consensus. Binary consensus is deployed as distributed averaging on a network. The applications of this algorithm include coordination of autonomous agents, estimation, and distributed data fusion on ad hoc or social networks. In [7], the algorithm is proven to converge to the correct solution with probability 1. In [1] the authors derive an upper-bound on the expected convergence time for a variety of network topologies, including complete graph, star, and Erdos–Renyi random graphs. In [2] the authors proposed a method of information processing aimed at improving consensus convergence over noisy channels using Gaussian noise models.

There is a large amount of existing work on routing protocols [13–15] in WSNs. In theory, these protocols could be
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<table>
<thead>
<tr>
<th>Motes</th>
<th>T1 (s)</th>
<th>T2 (s)</th>
<th>T3 (s)</th>
<th>AVG (s)</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max-3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>4.2</td>
<td>4.7</td>
<td>5.8</td>
<td>4.9</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td>8.4</td>
<td>9.5</td>
<td>11.6</td>
<td>9.8</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>8.2</td>
<td>14.4</td>
<td>16</td>
<td>12.9</td>
<td>10</td>
</tr>
<tr>
<td>20</td>
<td>14.4</td>
<td>18.6</td>
<td>23.9</td>
<td>19</td>
<td>15</td>
</tr>
<tr>
<td>30</td>
<td>20.9</td>
<td>26.9</td>
<td>32.5</td>
<td>26.9</td>
<td>20</td>
</tr>
<tr>
<td>Ring</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>4.1</td>
<td>4.7</td>
<td>4.9</td>
<td>4.6</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>4.6</td>
<td>5.5</td>
<td>6</td>
<td>5.4</td>
<td>5</td>
</tr>
<tr>
<td>11</td>
<td>9.1</td>
<td>12.8</td>
<td>14.3</td>
<td>12</td>
<td>7</td>
</tr>
<tr>
<td>20</td>
<td>32.1</td>
<td>51.2</td>
<td>76.2</td>
<td>52.5</td>
<td>40</td>
</tr>
<tr>
<td>30</td>
<td>32.7</td>
<td>59.6</td>
<td>123</td>
<td>89</td>
<td>50</td>
</tr>
</tbody>
</table>
used to create the effect of a fully connected topology and allow a different design to our algorithm. This paper is concerned with developing a binary consensus algorithm that functions without requiring the complexity of a full routing protocol. In future work, an alternative algorithm making use of a full routing protocol could be compared to this one in terms of energy efficiency and accuracy.

Most similar in concept to this work, Kenyeres et al. [16] performed a hardware implementation of the average consensus algorithm proposed in [17]. In average consensus nodes are attempting to converge on the average of all values held by nodes. They detect consensus by defining an accuracy parameter and declaring a counter that is increased whenever a mote’s value is changed. They assume that if the value of the mote is changed in small intervals less than the defined accuracy parameter, or if the value is the same 3 times, then convergence has been achieved. Their work makes a crucial simplifying assumption that ours does not: They assume that the network topology is fully connected (every mote can communicate directly with every other mote). This assumption greatly simplifies their algorithm, but limits the size of the network it can support. Moreover, their algorithm is synchronous and forces the update to be synchronous which limits the usage of their algorithm.

6. Discussion

In this section we will discuss the factors related to convergence time, applicability of our work to other distributed algorithms, and alternative implementation ideas.

In [5] we found that convergence speed depends on the topology type, the number of motes present in the network and the distribution of the initial 0 and 1 states. In this study we found that the convergence time depends on the network density as well. Convergence occurs more quickly in dense networks than in sparse networks. This is due to the fact that when the network gets more dense, the number of links between the motes increases, meaning that each mote will have a larger number of neighbors. In this situation, the distance between motes on opposite sides of the network decreases, meaning less state exchanges are required for states to propagate completely inside the network, hence lowering the time to convergence.

While the algorithm described in this work is specific to binary consensus, a number of the principals used in its design would apply to other cooperative decision making algorithms as well. Distributed average consensus [18], for example, follows a similar model to binary consensus in that it involves individual nodes communicating with each other and updating state. As such, our approach of communicating with random neighbors would be applicable. In addition, it is important to note that binary consensus, as a primitive, can be used to solve other problems such as multivalued consensus [12]. This means that our existing algorithm can be easily expanded to solve those types of problems as well.

This work is not primarily concerned with minimizing the number of packets sent (and hence energy consumption), but there are other approaches that could be used to try and further optimize it. One approach is to organize motes into clusters in order to minimize the number of motes involved in the binary consensus exchange. While our own related work in this area does indeed reduce the number of packets sent [19], it does not consider the overhead of a distributed clustering algorithm, which would be non-trivial. Another idea is to incorporate a formal transmission schedule with time sharing in order to minimize the number of lost packets seen in Fig. 5. In [16] TDMA was used to this end, but because scheduling was done on the level of the entire network, this would greatly increase the time needed for convergence in our approach as the network increases in size. Proper application of time sharing, therefore, would need to break the network up into smaller, independent regions and schedule packet transmission within them.

7. Conclusion

This work represents a new starting point for a real implementation of one of the cooperative algorithms in wireless sensor network which is the binary consensus algorithm. The concept of binary consensus can be used in real life applications in different fields to increase the accuracy of a certain decision. We have adapted the binary consensus algorithm for use in wireless sensor networks. This is achieved by specifying how motes find partners to update state with as well as by adding a heuristic for individual motes to determine convergence. In this work, we were able to minimize the convergence time. We evaluated our algorithm successfully in 139 hardware motes and the network converged in very short time compared to our previous results in [5]. The results also showed that when the network is getting more dense the convergence time will be minimized. It also showed that the convergence speed depends on the number of motes presented in the network. Our results in this work completed our previous results in [5]. During the experiments none of the motes failed and our algorithm converged correctly. In traditional binary consensus, individual nodes do not have a stop condition, meaning nodes continue to transmit even after convergence has occurred. In WSNs however, this is unacceptable since it will consume power. So in order to save power sensor motes should stop the communication when the whole network converges. For that reason we have designed a tunable heuristic value \( N \) that will allow motes to estimate when convergence has occurred. The hardware as well as the simulation results show that the convergence speed depends on the topology type, the number of motes present in the network, and the distribution of the initial 0 and 1 states. Our simulation results showed that the max-3 neighbor topology converges faster than the ring topology for networks with more than 12 motes, while the ring topology converges faster when the number of motes is less than 12. Convergence speed depends on the topology type, the number of motes present in the network and the distribution of the initial 0 and 1 states and the network density. Dense networks converge faster than sparse networks.
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